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Abstract

We present DeepSeek-OCR as an initial investigation into the feasibility of compressing long
contexts via optical 2D mapping. DeepSeek-OCR consists of two components: DeepEncoder
and DeepSeek3B-MoE-A570M as the decoder. Specifically, DeepEncoder serves as the core
engine, designed to maintain low activations under high-resolution input while achieving high
compression ratios to ensure an optimal and manageable number of vision tokens. Experiments
show that when the number of text tokens is within 10 times that of vision tokens (i.e., a
compression ratio < 10x), the model can achieve decoding (OCR) precision of 97%. Even at a
compression ratio of 20x, the OCR accuracy still remains at about 60%. This shows considerable
promise for research areas such as historical long-context compression and memory forgetting
mechanisms in LLMs. Beyond this, DeepSeek-OCR also demonstrates high practical value.
On OmniDocBench, it surpasses GOT-OCR2.0 (256 tokens/page) using only 100 vision tokens,
and outperforms MinerU2.0 (6000+ tokens per page on average) while utilizing fewer than
800 vision tokens. In production, DeepSeek-OCR can generate training data for LLMs/VLMs
at a scale of 200k+ pages per day (a single A100-40G). Codes and model weights are publicly
accessible at http://github.com/deepseek-ai/DeepSeek-0CR.
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Figure 1 | Figure (a) shows the compression ratio (number of text tokens in ground truth/number
of vision tokens model used) testing on Fox [21] benchmark; Figure (b) shows performance
comparisons on OmniDocBench [27]. DeepSeek-OCR can achieve state-of-the-art performance
among end-to-end models enjoying the fewest vision tokens.
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1. Introduction

Current Large Language Models (LLMs) face significant computational challenges when process-
ing long textual content due to quadratic scaling with sequence length. We explore a potential
solution: leveraging visual modality as an efficient compression medium for textual information.
A single image containing document text can represent rich information using substantially
fewer tokens than the equivalent digital text, suggesting that optical compression through vision
tokens could achieve much higher compression ratios.

This insight motivates us to reexamine vision-language models (VLMs) from an LLM-centric
perspective, focusing on how vision encoders can enhance LLMs’ efficiency in processing textual
information rather than basic VQA [12, 16, 24, 32, 41] what humans excel at. OCR tasks, as an
intermediate modality bridging vision and language, provide an ideal testbed for this vision-
text compression paradigm, as they establish a natural compression-decompression mapping
between visual and textual representations while offering quantitative evaluation metrics.

Accordingly, we present DeepSeek-OCR, a VLM designed as a preliminary proof-of-concept
for efficient vision-text compression. Our work makes three primary contributions:

First, we provide comprehensive quantitative analysis of vision-text token compression
ratios. Our method achieves 96%+ OCR decoding precision at 9-10x text compression, ~90% at
10-12x compression, and ~60% at 20x compression on Fox [21] benchmarks featuring diverse
document layouts (with actual accuracy being even higher when accounting for formatting
differences between output and ground truth), as shown in Figure 1(a). The results demonstrate
that compact language models can effectively learn to decode compressed visual representations,
suggesting that larger LLMs could readily acquire similar capabilities through appropriate
pretraining design.

Second, we introduce DeepEncoder, a novel architecture that maintains low activation mem-
ory and minimal vision tokens even with high-resolution inputs. It serially connects window
attention and global attention encoder components through a 16x convolutional compressor.
This design ensures that the window attention component processes a large number of vision
tokens, while the compressor reduces vision tokens before they enter the dense global attention
component, achieving effective memory and token compression.

Third, we develop DeepSeek-OCR based on DeepEncoder and DeepSeek3B-MoE [19, 20].
As shown in Figure 1(b), it achieves state-of-the-art performance within end-to-end models on
OmniDocBench while using the fewest vision tokens. Additionally, we equip the model with
capabilities for parsing charts, chemical formulas, simple geometric figures, and natural images
to enhance its practical utility further. In production, DeepSeek-OCR can generate 33 million
pages of data per day for LLMs or VLMs using 20 nodes (each with 8 A100-40G GPUs).

In summary, this work presents a preliminary exploration of using visual modality as an
efficient compression medium for textual information processing in LLMs. Through DeepSeek-
OCR, we demonstrate that vision-text compression can achieve significant token reduction
(7-20x) for different historical context stages, offering a promising direction for addressing
long-context challenges in large language models. Our quantitative analysis provides empirical
guidelines for VLM token allocation optimization, while the proposed DeepEncoder architecture
showcases practical feasibility with real-world deployment capabilities. Although focused on
OCR as a proof-of-concept, this paradigm opens new possibilities for rethinking how vision and
language modalities can be synergistically combined to enhance computational efficiency in
large-scale text processing and agent systems.
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Figure 2 | Typical vision encoders in popular VLMs. Here are three types of encoders commonly
used in current open-source VLMs, all of which suffer from their respective deficiencies.

2. Related Works

2.1. Typical Vision Encoders in VLMs

Current open-source VLMs employ three main types of vision encoders, as illustrated in Figure 2.
The first type is a dual-tower architecture represented by Vary [36], which utilizes parallel
SAM [17] encoder to increase visual vocabulary parameters for high-resolution image processing.
While offering controllable parameters and activation memory, this approach suffers from
significant drawbacks: it requires dual image preprocessing that complicates deployment and
makes encoder pipeline parallelism challenging during training. The second type is tile-based
method exemplified by InternVL2.0 [8], which processes images by dividing them into small tiles
for parallel computation, reducing activation memory under high-resolution settings. Although
capable of handling extremely high resolutions, this approach has notable limitations due to its
typically low native encoder resolution (below 512x512), causing large images to be excessively
fragmented and resulting in numerous vision tokens. The third type is adaptive resolution
encoding represented by Qwen2-VL [35], which adopts the NaViT [10] paradigm to directly
process full images through patch-based segmentation without tile parallelization. While this
encoder can handle diverse resolutions flexibly, it faces substantial challenges with large images
due to massive activation memory consumption that can cause GPU memory overflow, and
sequence packing requires extremely long sequence lengths during training. Long vision tokens
will slow down both prefill and generation phases of inference.

2.2. End-to-end OCR Models

OCR, particularly document parsing task, has been a highly active topic in the image-to-text
domain. With the advancement of VLMs, a large number of end-to-end OCR models have
emerged, fundamentally transforming the traditional pipeline architecture (which required
separate detection and recognition expert models) by simplifying OCR systems. Nougat [6]
first employs end-to-end framework for academic paper OCR on arXiv, demonstrating the
potential of models in handling dense perception tasks. GOT-OCR2.0 [38] expands the scope
of OCR2.0 to include more synthetic image parsing tasks and designs an OCR model with
performance-efficiency trade-offs, further highlighting the potential of end-to-end OCR re-
searches. Additionally, general vision models such as Qwen-VL series [35], InternVL series [8],
and many their derivatives continuously enhance their document OCR capabilities to explore
dense visual perception boundaries. However, a crucial research question that current models
have not addressed is: for a document containing 1000 words, how many vision tokens are at least
needed for decoding? This question holds significant importance for research in the principle that
"a picture is worth a thousand words."
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Figure 3 | The architecture of DeepSeek-OCR. DeepSeek-OCR consists of a DeepEncoder and
a DeepSeek-3B-MoE decoder. DeepEncoder is the core of DeepSeek-OCR, comprising three
components: a SAM [17] for perception dominated by window attention, a CLIP [29] for
knowledge with dense global attention, and a 16x token compressor that bridges between them.

3. Methodology

3.1. Architecture

As shown in Figure 3, DeepSeek-OCR enjoys a unified end-to-end VLM architecture consisting
of an encoder and a decoder. The encoder (namely DeepEncoder) is responsible for extracting
image features and tokenizing as well as compressing visual representations. The decoder is
used for generating the required result based on image tokens and prompts. DeepEncoder is
approximately 380M in parameters, mainly composed of an 80M SAM-base [17] and a 300M
CLIP-large [29] connected in series. The decoder adopts a 3B MoE [19, 20] architecture with 570M
activated parameters. In the following paragraphs, we will delve into the model components,
data engineering, and training skills.

3.2. DeepEncoder

To explore the feasibility of contexts optical compression, we need a vision encoder with the
following features: 1.Capable of processing high resolutions; 2.Low activation at high resolutions;
3.Few vision tokens; 4.Support for multiple resolution inputs; 5. Moderate parameter count.
However, as described in the Section 2.1, current open-source encoders cannot fully satisfy all
these conditions. Therefore, we design a novel vision encoder ourselves, named DeepEncoder.

3.2.1. Architecture of DeepEncoder

DeepEncoder mainly consists of two components: a visual perception feature extraction compo-
nent dominated by window attention, and a visual knowledge feature extraction component
with dense global attention. To benefit from the pretraining gains of previous works, we use
SAM-base (patch-size 16) and CLIP-large as the main architectures for the two components
respectively. For CLIP, we remove the first patch embedding layer since its input is no longer
images but output tokens from the previous pipeline. Between the two components, we borrow
from Vary [36] and use a 2-layer convolutional module to perform 16x downsampling of vision
tokens. Each convolutional layer has a kernel size of 3, stride of 2, padding of 1, and channels
increase from 256 to 1024. Assuming we input a 1024x1024 image, the DeepEncoder will seg-
ment it into 1024 /16x1024/16=4096 patch tokens. Since the first half of encoder is dominated by
window attention and only 80M, the activation is acceptable. Before entering global attention,



Mode: Tiny||Small Mode: Basel|Large Mode: Gundam||Gundam (Master)

Token: 64(|100 Token: 256|[400 Valid: (256]|400)xR  R=1-(H-W)/W Token: nx(100||256) + (256|[400)  Valid: nx(100||256) + (256||400)xR  NE[2:9]
Figure 4 | To test model performance under different compression ratios (requiring different
numbers of vision tokens) and enhance the practicality of DeepSeek-OCR, we configure it with
multiple resolution modes.

the 4096 tokens go through the compression module and the token count becomes 4096/16=256,
thus making the overall activation memory controllable.

Table 1 | Multi resolution support of DeepEncoder. For both research and application purposes,
we design DeepEncoder with diverse native resolution and dynamic resolution modes.

Native Resolution Dynamic Resolution
Mode Tiny Small Base Large | Gundam Gundam-M
Resolution 512 640 1024 1280 640+1024 1024+1280
Tokens 64 100 256 400 nx100+256 nx256+400

Process  resize resize padding padding|resize + padding resize + padding

3.2.2. Multiple resolution support

Suppose we have an image with 1000 optical characters and we want to test how many vision
tokens are needed for decoding. This requires the model to support a variable number of vision
tokens. That is to say the DeepEncoder needs to support multiple resolutions.

We meet the requirement aforementioned through dynamic interpolation of positional
encodings, and design several resolution modes for simultaneous model training to achieve
the capability of a single DeepSeek-OCR model supporting multiple resolutions. As shown in
Figure 4, DeepEncoder mainly supports two major input modes: native resolution and dynamic
resolution. Each of them contains multiple sub-modes.

Native resolution supports four sub-modes: Tiny, Small, Base, and Large, with corresponding
resolutions and token counts of 512x512 (64), 640x640 (100), 1024x1024 (256), and 1280x1280
(400) respectively. Since Tiny and Small modes have relatively small resolutions, to avoid
wasting vision tokens, images are processed by directly resizing the original shape. For Base
and Large modes, in order to preserve the original image aspect ratio, images are padded to
the corresponding size. After padding, the number of valid vision tokens is less than the actual
number of vision tokens, with the calculation formula being;:

Nyatia = [Nactual X [1 - ((max(w/ h) - min(w/ h))/(max(w, h)))” (1)

where w and h represent the width and height of the original input image.



Dynamic resolution can be composed of two native resolutions. For example, Gundam
mode consists of nx640x640 tiles (local views) and a 1024x1024 global view. The tiling method
following InternVL2.0 [8]. Supporting dynamic resolution is mainly for application considera-
tions, especially for ultra-high-resolution inputs (such as newspaper images). Tiling is a form of
secondary window attention that can effectively reduce activation memory further. It's worth
noting that due to our relatively large native resolutions, images won’t be fragmented too much
under dynamic resolution (the number of tiles is controlled within the range of 2 to 9). The
vision token number output by the DeepEncoder under Gundam mode is: n x 100 + 256, where
n is the number of tiles. For images with both width and height smaller than 640, n is set to 0,
i.e., Gundam mode will degrade to Base mode.

Gundam mode is trained together with the four native resolution modes to achieve the goal
of one model supporting multiple resolutions. Note that Gundam-master mode (1024x1024 local
views+1280x1280 global view) is obtained through continued training on a trained DeepSeek-
OCR model. This is mainly for load balancing, as Gundam-master’s resolution is too large and
training it together would slow down the overall training speed.

3.3. The MoE Decoder

Our decoder uses the DeepSeekMOoE [19, 20], specifically DeepSeek-3B-MoE. During inference,
the model activates 6 out of 64 routed experts and 2 shared experts, with about 570M activated
parameters. The 3B DeepSeekMOoE is very suitable for domain-centric (OCR for us) VLM
research, as it obtains the expressive capability of a 3B model while enjoying the inference
efficiency of a 500M small model.

The decoder reconstructs the original text representation from the compressed latent vision
tokens of DeepEncoder as:

fdec R iatent IRNtheXt,' X = fdec(Z) wheren <N 2)

where Z € R™*dtent are the compressed latent(vision) tokens from DeepEncoder and X € RN *dtext
is the reconstructed text representation. The function fg.. represents a non-linear mapping
that can be effectively learned by compact language models through OCR-style training. It
is reasonable to conjecture that LLMs, through specialized pretraining optimization, would
demonstrate more natural integration of such capabilities.

3.4. Data Engine

We constructe complex and diverse training data for DeepSeek-OCR, including OCR 1.0 data,
which mainly consists of traditional OCR tasks such as scene image OCR and document OCR;
OCR 2.0 data, which mainly includes parsing tasks for complex artificial images, such as
common charts, chemical formulas, and plane geometry parsing data; General vision data,
which is mainly used to inject certain general image understanding capabilities into DeepSeek-
OCR and preserve the general vision interface.

3.4.1. OCR 1.0 data

Document data is the top priority for DeepSeek-OCR. We collect 30M pages of diverse PDF
data covering about 100 languages from the Internet, with Chinese and English accounting for
approximately 25M and other languages accounting for 5M. For this data, we create two types
of ground truth: coarse annotations and fine annotations. Coarse annotations are extracted
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SR 74 _
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14 <|ref|>text<|/ref|><|det|>[[460, 131, 880, 168]11<|/det|>

Drugi dan tréanja moZe izabrati na 4 razli¢ita nadina podtujuci uvjet da ne tréi
dva dana za redom.

<|ref|>text<|/ref|><|det|>[[460, 166, 941, 220]]1<|/det|>

Time dobiva ukupno \(7 \cdot 4 = 28\) moguénosti no svaka od njih je na taj nalin
brojana dva puta (npr. PO-SR i SR-P0). Stoga je ukupan broj razli¢itih rasporeda
14. Masa 7eli popuniti tablicu tako da u svaku celiju upise jedan broj. Za sada je upisala dva broja kako je tréanja:

prikazano na slici. Tablicu zeli popuniti tako da je zbroj svih upisanih brojeva 35, zbroj brojeva u prve tri éelije
je 22, a zbroj brojeva u posljednje tri éelije 25. Koliki je umnozak brojeva koje ¢e upisati u sive ¢elije? <|ref|>equation<|/ref|><|det|>[[460, 217, 550, 256]]<|/det|>
\[ \frac{7 \cdot 4}{2} = 14. \]

<|ref|>text<|/ref|><|det|>[[55, 397, 931, 452]]<|/det|>
A) 63 B) 108 o0 D) 48 E)39 14. Mada zeli popuniti tablicu tako da u svaku ¢eliju upiSe jedan broj. Za sada
je upisala dva broja kako je prikazano na slici. Tablicu Zeli popuniti tako da je
zbroj svih upisanih brojeva 35, zbroj brojeva u prve tri celije je 22, a zbroj
brojeva u posljednje tri ¢elije 25. Koliki je umnozak brojeva koje ¢e upisati u
sive celije?

Rjesenje: A) 63
1. natin:

Sive éelije su druga i Setvrta pa trazimo brojeve koje ée Masa u njih upisati.

Kako zbroj brojeva u tablici mora biti 35 to je zbroj brojeva u drugoj, trecoj i Eetvrtoj eliji 3
Kako zbroj brojeva u prve tri éelije mora biti 22 to je zbroj brojeva u drugoj i trecoj celiji 19.
Kako zbroj brojeva u posljednje tri éelije mora biti 25 to je zbroj brojeva u Getvrtoj celiji 25 — 4 =21. <Iref |>table<|/ref [><|det [>[[57, 450, 360, 50011<|/det|>

To 7naéi da je broj u trecoj éeliii 19 + 21 — 28 = 12. Onda je broj u drugoj éeliji 19— 12 = 7, a broj u Setvrtoj
Geliji 21 — 12 = 9. Umnozak tih brojeva je 63 <table><tr><td>3</td><td></td><td></td><td>4</td></tr></table>
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3 a b c 4 <|ref|>text<|/ref|><|det|>[[230, 515, 293, 53411<|/det|>
B) 108

Trazimo umnoZak brojeva a i ¢

Kako zbroj brojeva u tablici mora biti 35 to je 3 + a + b + ¢ + 4 = 35 odnosno: <Iref|>text<|/ref [><|det|>[[405, 515, 450, 534]11<|/det|>
() a+b+c=28.

Kako zbroj brojeva u prve tri éelije mora biti 22 to je 3 + a+ b = 22 odnosno: ce
2)a+b=19.
Kako zbroj brojeva u posljednje tri éelije mora biti 25 to je b + ¢ + 4 = 25 odnosno: <|ref|>text<|/ref|><|det|>[[581, 515, 636, 534]1<|/det|>
@) b+e=21 D) 48
(a) Ground truth image (b) Fine annotations with layouts

Figure 5 | OCR 1.0 fine annotations display. We format the ground truth into an interleaved
layout and text format, where each paragraph of text is preceded by the coordinates and label of
it in the original image. All coordinates are normalized into 1000 bins.

directly from the full dataset using fitz, aimed at teaching the model to recognize optical text,
especially in minority languages. Fine annotations include 2M pages each for Chinese and
English, labeled using advanced layout models (such as PP-DocLayout [33]) and OCR models
(such as MinuerU [34] and GOT-OCR2.0 [38]) to construct detection and recognition interleaved
data. For minority languages, in the detection part, we find that the layout model enjoys certain
generalization capabilities. In the recognition part, we use fitz to create small patch data to
train a GOT-OCR2.0, then use the trained model to label small patches after layout processing,
employing a model flywheel to create 600K data samples. During the training of DeepSeek-
OCR, coarse labels and fine labels are distinguished using different prompts. The ground truth
for fine annotation image-text pairs can be seen in Figure 5. We also collect 3M Word data,
constructing high-quality image-text pairs without layout by directly extracting content. This
data mainly brings benefits to formulas and HTML-formatted tables. Additionally, we select
some open-source data [28, 37] as supplements.

For natural scene OCR, our model mainly supports Chinese and English. The image data
sources come from LAION [31] and Wukong [13], labeled using PaddleOCR [9], with 10M data
samples each for Chinese and English. Like document OCR, natural scene OCR can also control
whether to output detection boxes through prompts.

3.4.2. OCR 2.0data

Following GOT-OCR2.0 [38], we refer to chart, chemical formula, and plane geometry parsing
data as OCR 2.0 data. For chart data, following OneChart [7], we use pyecharts and matplotlib
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Figure 6 | For charts, we do not use OneChart’s [7] dictionary format, but instead use HTML
table format as labels, which can save a certain amount of tokens. For plane geometry, we
convert the ground truth to dictionary format, where the dictionary contains keys such as
line segments, endpoint coordinates, line segment types, etc., for better readability. Each line
segment is encoded using the Slow Perception [39] manner.

to render 10M images, mainly including commonly used line, bar, pie, and composite charts.
We define chart parsing as image-to-HTML-table conversion task, as shown in Figure 6(a). For
chemical formulas, we utilize SMILES format from PubChem as the data source and render
them into images using RDKit, constructing 5M image-text pairs. For plane geometry images,
we follow Slow Perception [39] for generation. Specifically, we use perception-ruler size as 4 to
model each line segment. To increase the diversity of rendered data, we introduce geometric
translation-invariant data augmentation, where the same geometric image is translated in the
original image, corresponding to the same ground truth drawn at the centered position in the
coordinate system. Based on this, we construct a total of 1M plane geometry parsing data, as
illustrated in Figure 6(b).

3.4.3. General vision data

DeepEncoder can benefit from CLIP’s pretraining gains and has sufficient parameters to in-
corporate general visual knowledge. Therefore, we also prepare some corresponding data for
DeepSeek-OCR. Following DeepSeek-VL2 [40], we generate relevant data for tasks such as
caption, detection, and grounding. Note that DeepSeek-OCR is not a general VLM model, and
this portion of data accounts for only 20% of the total data. We introduce such type of data
mainly to preserve the general vision interface, so that researchers interested in our model and
general vision task can conveniently advance their work in the future.

3.4.4. Text-only data

To ensure the model’s language capabilities, we introduced 10% of in-house text-only pretrain
data, with all data processed to a length of 8192 tokens, which is also the sequence length
for DeepSeek-OCR. In summary, when training DeepSeek-OCR, OCR data accounts for 70%,
general vision data accounts for 20%, and text-only data accounts for 10%.

3.5. Training Pipelines

Our training pipeline is very simple and consists mainly of two stages: a).Training DeepEncoder
independently; b).Training the DeepSeek-OCR. Note that the Gundam-master mode is obtained
by continuing training on a pre-trained DeepSeek-OCR model with 6M sampled data. Since the
training protocol is identical to other modes, we omit the detailed description hereafter.



3.5.1. Training DeepEncoder

Following Vary [36], we utilize a compact language model [15] and use the next token prediction
framework to train DeepEncoder. In this stage, we use all OCR 1.0 and 2.0 data aforementioned,
as well as 100M general data sampled from the LAION [31] dataset. All data is trained for
2 epochs with a batch size of 1280, using the AdamW [23] optimizer with cosine annealing
scheduler [22] and a learning rate of 5e-5. The training sequence length is 4096.

3.5.2. Training DeepSeek-OCR

After DeepEncoder is ready, we use data mentioned in Section 3.4 to train the DeepSeek-OCR.
with the entire training process conducted on the HAI-LLM [14] platform. The entire model
uses pipeline parallelism (PP) and is divided into 4 parts, with DeepEncoder taking two parts
and the decoder taking two parts. For DeepEncoder, we treat SAM and the compressor as the
vision tokenizer, place them in PP0 and freeze their parameters, while treating the CLIP part as
input embedding layer and place it in PP1 with unfrozen weights for training. For the language
model part, since DeepSeek3B-MoE has 12 layers, we place 6 layers each on PP2 and PP3. We
use 20 nodes (each with 8 A100-40G GPUs) for training, with a data parallelism (DP) of 40 and
a global batch size of 640. We use the AdamW optimizer with a step-based scheduler and an
initial learning rate of 3e-5. For text-only data, the training speed is 90B tokens/day, while for
multimodal data, the training speed is 70B tokens/day.

Table 2 | We test DeepSeek-OCR'’s vision-text compression ratio using all English documents
with 600-1300 tokens from the Fox [21] benchmarks. Text tokens represent the number of tokens
after tokenizing the ground truth text using DeepSeek-OCR’s tokenizer. Vision Tokens=64 or
100 respectively represent the number of vision tokens output by DeepEncoder after resizing
input images to 512x512 and 640x640.

Vision Tokens =64 Vision Tokens=100

Text Tokens s . . .
Precision Compressmn\Preasmn Compression Pages

600-700 96.5% 10.5% 98.5% 6.7X 7

700-800 93.8% 11.8% 97.3% 7.5% 28

800-900 83.8% 13.2x 96.8% 8.5% 28
900-1000 85.9% 15.1x 96.8% 9.7x 14
1000-1100  79.3% 16.5% 91.5% 10.6x 11
1100-1200  76.4% 17.7x 89.8% 11.3x 8
1200-1300  59.1% 19.7x 87.1% 12.6x 4

4. Evaluation

4.1. Vision-text Compression Study

We select Fox [21] benchmarks to verify DeepSeek-OCR’s compression-decompression capability
for text-rich documents, in order to preliminarily explore the feasibility and boundaries of
contexts optical compression. We use the English document portion of Fox, tokenize the ground
truth text with DeepSeek-OCR’s tokenizer (vocabulary size of approximately 129k), and select
documents with 600-1300 tokens for testing, which happens to be 100 pages. Since the number of
text tokens is not large, we only need to test performance in Tiny and Small modes, where Tiny
mode corresponds to 64 tokens and Small mode corresponds to 100 tokens. We use the prompt
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Table 3 | We use OmniDocBench [27] to test the performance of DeepSeek-OCR on real document
parsing tasks. All metrics in the table are edit distances, where smaller values indicate better
performance. "Tokens" represents the average number of vision tokens used per page, and
"200dpi" means using fitz to interpolate the original image to 200dpi. For the DeepSeek-OCR
model, the values in parentheses in the "Tokens" column represent valid vision tokens, calculated
according to Equation 1.

English Chinese
Model Tokens overall text formula table order overall text formula table order
Pipline Models
Dolphin [11] - 0.356 0.352 0.465 0258 0.35 044 044 0.604 0.367 0.351
Marker [1] - 0.296 0.085 0.374 0.609 0.116 0.497 0.293 0.688 0.678 0.329
Mathpix [2] - 0.191 0.105 0.306 0.243 0.108 0.364 0.381 0.454 0.32 0.30
MinerU-2.1.1 [34] - 0.162 0.072 0.313 0.166 0.097 0.244 0.111 0.581 0.15 0.136
MonkeyOCR-1.2B [18] - 0.154 0.062 0.295 0.164 0.094 0.263 0.179 0.464 0.168 0.243
PPstructure-v3 [9] - 0.152 0.073 0.295 0.162 0.077 0.223 0.136 0.535 0.111 0.11
End-to-end Models
Nougat [6] 2352  0.452 0.365 0.488 0.572 0.382 0.973 0.998 0.941 1.00 0.954
SmolDocling [25] 392 0.493 0.262 0.753 0.729 0.227 0.816 0.838 0.997 0.907 0.522
InternVL2-76B [8] 6790 044 0.353 0.543 0.547 0.317 0.443 0.29 0.701 0.555 0.228
Qwen2.5-VL-7B [5] 3949 0316 0.151 0.376 0.598 0.138 0.399 0.243 0.5 0.627 0.226
OLMOCR [28] 3949 0326 0.097 0.455 0.608 0.145 0.469 0.293 0.655 0.652 0.277
GOT-OCR2.0 [38] 256 0.287 0.189 0.360 0.459 0.141 0.411 0315 0.528 0.52 0.28
OCRFlux-3B [3] 3949 0.238 0.112 0447 0.269 0.126 0.349 0.256 0.716 0.162 0.263
GPT4o [26] - 0.233 0.144 0.425 0.234 0.128 0.399 0.409 0.606 0.329 0.251
InternVL3-78B [42] 6790 0.218 0.117 0.38 0.279 0.095 0.296 0.21 0.533 0.282 0.161
Qwen2.5-VL-72B [5] 3949 0.214 0.092 0.315 0.341 0.106 0.261 0.18 0.434 0.262 0.168
dots.ocr [30] 3949 0.182 0.137 0.320 0.166 0.182 0.261 0.229 0.468 0.160 0.261
Gemini2.5-Pro [4] - 0.148 0.055 0.356 0.13 0.049 0.212 0.168 0.439 0.119 0.121
MinerU2.0 [34] 6790 0.133 0.045 0.273 0.15 0.066 0.238 0.115 0.506 0.209 0.122
dots.ocr200dpi [30] 5545  0.125 0.032 0.329 0.099 0.04 0.16 0.066 0.416 0.092 0.067
DeepSeek-OCR (end2end)
Tiny 64 0.386 0.373 0.469 0.422 0.283 0.361 0.307 0.635 0.266 0.236
Small 100 0.221 0.142 0.373 0242 0.125 0284 024 053 0.159 0.205
Base 256(182) 0.137 0.054 0.267 0.163 0.064 0.24 0.205 0474 0.1 0.181
Large 400(285) 0.138 0.054 0.277 0.152 0.067 0.208 0.143 0.461 0.104 0.123
Gundam 795 0.127 0.043 0.269 0.134 0.062 0.181 0.097 0.432 0.089 0.103
Gundam-M 200dpi 1853  0.123 0.049 0.242 0.147 0.056 0.157 0.087 0.377 0.08 0.085

without layout: "<image>\nFree OCR." to control the model’s output format. Nevertheless, the
output format still cannot completely match Fox benchmarks, so the actual performance would
be somewhat higher than the test results.

As shown in Table 2, within a 10x compression ratio, the model’s decoding precision can
reach approximately 97%, which is a very promising result. In the future, it may be possible to
achieve nearly 10x lossless contexts compression through text-to-image approaches. When the
compression ratio exceeds 10X, performance begins to decline, which may have two reasons:
one is that the layout of long documents becomes more complex, and another reason may be
that long texts become blurred at 512x512 or 640x640 resolution. The first issue can be solved
by rendering texts onto a single layout page, while we believe the second issue will become
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a feature of the forgetting mechanism. When compressing tokens by nearly 20x, we find that
precision can still approach 60%. These results indicate that optical contexts compression is
a very promising and worthwhile research direction, and this approach does not bring any
overhead because it can leverage VLM infrastructure, as multimodal systems inherently require
an additional vision encoder.

Table 4 | Edit distances for different categories of documents in OmniDocBench. The results
show that some types of documents can achieve good performance with just 64 or 100 vision
tokens, while others require Gundam mode.

Rep Paper

Tiny 0.147 0.116  0.207 0.173 0.294 0.201 0.395 0.297 0.94 0.32
Small 0.085 0.111  0.079 0.147 0.171 0.107 0.131  0.187 0.744 0.205
Base 0.037 0.08 0.027 0.1 013 0.073 0.052 0.176 0.645 0.156
Large 0.038 0.108 0.022 0.084 0.109 0.06 0.053 0.155 0.353 0.117
Gundam (0.035 0.085 0.289 0.095 0.094 0.059 0.039 0.153 0.122 0.083
Guandam-M|0.052 0.09  0.034 0.091 0.079 0.079 0.048 0.1 0.099 0.077

Type Book Slides Financial Textbook Exam Magazine Academic Notes Newspaper Overall
Mode ort Paper S

4.2. OCR Practical Performance

DeepSeek-OCR is not only an experimental model; it has strong practical capabilities and can
construct data for LLM/VLM pretraining. To quantify OCR performance, we test DeepSeek-
OCR on OmniDocBench [27], with results shown in Table 3. Requiring only 100 vision tokens
(640x640 resolution), DeepSeek-OCR surpasses GOT-OCR2.0 [38] which uses 256 tokens; with
400 tokens (285 valid tokens, 1280x1280 resolution), it achieves on-par performance with state-
of-the-arts on this benchmark. Using fewer than 800 tokens (Gundam mode), DeepSeek-OCR
outperforms MinerU2.0 [34] which needs nearly 7,000 vision tokens. These results demonstrate
that our DeepSeek-OCR model is powerful in practical applications, and because the higher
tokens compression, it enjoys a higher research ceiling.

As shown in Table 4, some categories of documents require very few tokens to achieve
satisfactory performance, such as slides which only need 64 vision tokens. For book and
report documents, DeepSeek-OCR can achieve good performance with only 100 vision tokens.
Combined with the analysis from Section 4.1, this may be because most text tokens in these
document categories are within 1,000, meaning the vision-token compression ratio does not
exceed 10x. For newspapers, Gundam or even Gundam-master mode is required to achieve
acceptable edit distances, because the text tokens in newspapers are 4-5,000, far exceeding the
10x compression of other modes. These experimental results further demonstrate the boundaries
of contexts optical compression, which may provide effective references for researches on the
vision token optimization in VLMs and context compression, forgetting mechanisms in LLMs.

4.3. Qualitative Study
4.3.1. Deep parsing

DeepSeek-OCR possesses both layout and OCR 2.0 capabilities, enabling it to further parse
images within documents through secondary model calls, a feature we refer to as "deep parsing".
As shown in Figures 7,8,9,10, our model can perform deep parsing on charts, geometry, chemical
formulas, and even natural images, requiring only a unified prompt.
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Figure 7 | In the field of financial research reports, the deep parsing mode of DeepSeek-OCR
can be used to obtain structured results of charts within documents. Charts are a crucial form
of data representation in finance and scientific fields, and the chart structured extraction is an
indispensable capability for future OCR models.
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In 3 community of practice meeting, teachers discuss their experiences reading aloud to dual language leamers.

Susan: When | am reading a story, the Latino children in my class just sit there. They look at me, but you can tell that they are not
engaged in the story.

The image depicts an indoor classroom setting with a group of children and an Lisa: That happens in my class too. The littie girls play with their hair, and the boys play with their shoes.

adult. The children are seated on the floor, facing a woman who is standing and
appears to be reading or presenting to them. The woman is wearing a brown
sweater and blue jeans. The children are dressed in various colors, with some
wearing short pants and others in long pants.

Beverly: And when you ask questions about the story, children who speak English take over and you can't get an answer from the
Latino children.

Facilitator: What do you think is happening here?
Lisa: | think they just don't understand what the story is about.
The classroom has a green wall with educational posters and a bulletin board. Facilitator: How can we help them understand the story so they can participate?
The floor is covered with a gray carpet. To the left, there is a wooden dresser with
a drawer partially open, and a chair is visible behind it. On the right side of the
image, there is a purple bean bag chair.

RESEARCHERS WIDELY RECOMMEND storybook reading for promoting the early language and literacy of young children. By
listening to stories, children learn about written syntax and vocabulary and develop phonological awareness and concepts of print,
all o which are closely linked to learing to read and write (National Early Literacy Panel 2008). Teachers usually know a read-
aloud experience has been effective because they see the children maintain their interest in the story, relate different aspects of the
. . N . story to their own experiences, describe the illustrations, and ask questions about the characters and plot.

The children are engaged with the woman, with some looking at her and others
looking down or away. The room is well-lit, and the overall atmosphere seems to

be one of attentiveness and learning.

However, listening to a story read aloud can be a very different experience for children who speak a language other than English.

happens when the children are read to in a language they are just beginning to learn? What happens when an English- speaking
teacher reads a story to a group of children who are learning English s a second language?

The text "BIBLIOTECA" is visible on the wall, suggesting that the room may be
part of a library or a section dedicated to books. The presence of educational
materials and the organized layout of the room indicate that this is a space
designed for learning and reading.

Asillustrated in the vignette at the beginning of this article, teachers often describe young dual language leamers in their class as
distracted and unengaged during read- aloud sessions in English. In this article, we describe teaching strategies that English-
speaking teachers can use when reading aloud to young dual language learners. These strategies are part of the Nuestros Nifios

Deep Parsing Rendering

Figure 8 | For books and articles, the deep parsing mode can output dense captions for natural

images in the documents. With just a prompt, the model can automatically identify what type
of image it is and output the required results.
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1.3 2-di 2-yl)-1H-p I to afford a yellow solid. UPLC-MS (Condition

3) tg = 1.02 min, m/z =452.2 [M+H]*,m/z = 450.1 [M-H]; 'H-NMR (400 MHz, DMSO-d) &
3) tg = 1.02 min, m/z = 452.2 [M+H]*, m/z = 450.1 [M-H]'; 'H-NMR (400 MHz, DMSO0-d) &

ppm 0.93 (1, T =7.09 Hz, 3 H) 3.17 - 3.27 (m, 2 H) 335 - 343 (m, 2 H) 343 - 353 (m, 2 H) 4.59
ppm 0.93 (¢, J = 7.09 Hz, 3 H) 3.17 - 327 (m, 2 H) 335 - 3.43 (m, 2 H) 343 - 3.53 (m, 2 H) 459

(.2, LH) 653 (4, 7= 196 Hz, 11) 733 (6,1 = 5.05 Hz, 2H) 7.76 (br. 5, 1K) 7.82 - 755 (m, 2 (br. s, 1H) 6.53 (d, J = 196 Hz, 1H) 733 (d, ] = 9.05 Hz, 2 H) 7.76 (br. s, 1 H) 7.82 - 7.95 (m, 2
H) 8.13 (d,J =245 Hz, 1H) 8.72 (d, ] =245 Hz, 1H) 1029 (s, 1 H) 1298 (br. s, 1 H). H) 8.13 (4, J = 2.45 Hz, 1H) 8.72 (d, J = 2.45 Hz, 1H) 1029 (s, 1 H) 12.98 (br. s, 1 H).

[00371] Stage 24.1 5-B N-(4 )phenyl)-6-(ethyl(2- [00371] Stage 24.1 5-Bromo-N-(4-(chlorodifluoromethoxy)phenyl)-6-(ethyl(2-

hydroxyethyl)amino)nicotinamide

L O
L s u)u\@e.
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N/ NS
[00372] The title compound was prepared in an analogous fashion to that described in (G (hcitilelconpounciwat prepared i Entinalogcus fasttion tothat described i
Stage 22.1 using 5-bromo-6-chloro-N-(4 i icotinamide _ (Stage S 2L Tt 8 2 » oL sy
Input image Result

100369] The title compound was prepared in an analogous fashion to that described in Stage 22.1 using 5-
bromo- 6- chloro- N- (4- ( (Stage 22.2) and 2- ethanol
to afford a white crystalline solid. HPLC (Condition 4) tg = 5.72 min, UPLC- MS (Condition 3)

tr = 1.14min, m/z = 452.2[M + H]

Example 24
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N ol
H oH [00370] The title compound was prepared in an analogous fashion to that described in Example 26 using 5-
L7 Q — i bromo- N-(4- (c 6- (ethyl(2- (Stage 24.1) and

1= {tetrahydro- 2H- pyran- 2- y)- 5- (4,4,5,5- tetramethyl- 1.3,2- dioxaborolan- 2- yl)- 1H- pyrazole to afford a

£
X 7N
o\ N \ ¢ N yellow solid. UPLC- MS (Condition 3)
- tr = 1.02min, m/z = 452.2[M + H]*, m/z = 450.1[M — H]~; "H — NMR (400 MHz, DMSO- d6) § ppm

093 (t. J = 7.09Hz, 3H ) 3.17 - 3.27 (m, 2 H) 335 - 3.43 (m, 2 H) 343 - 3.53 (m, 2 H) 459 (br. 5, 1 H) 653 (d,
J = 1.96Hz, 1H) 7.33 (d, J = 9.05Hz, 2H ) 7.76 (br. 5, 1 H) 7.82 - 7.95 (m, 2 H) 8.13 (d. J = 2.45Hz, 1H) 8.72
(d.J = 2.45Hz, 1H) 10.29 (s, 1 H) 1298 (br. s, 1 H).

[00371] Stage 24.1 5- Bromo- N- (4- (chlorodifiuoromethoxy)phenyl)- 6- (ethyl(2-
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E [00372] The title compound was prepared in an analogous fashion to that described in Stage 22.1 using 5-
F £ Q — bromo- 6-chloro- N- (4- ( (Stage
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Deep Parsing
Figure 9 | DeepSeek-OCR in deep parsing mode can also recognize chemical formulas within

chemical documents and convert them to SMILES format. In the future, OCR 1.0+2.0 technology
may play a significant role in the development of VLM/LLM in STEM fields.

15



NG

LEXI: AABC Wi BD, CE % F4iF,

L YRS 5] <image>\n<|grounding|>Convert the document to markdown.
)R AF, BC )b fi, 4% ED. MN:
(DIERW): MN &Y% ED:

(2)#2EBD=2DCE=45°, JUBELM. E. N. D ABLARIMNEMAR, JFENfmnsie

. BABC £ BD. CE %A, ¢
B NN TV ED:

Vi ABCD R E /i, ABEF RRSRIM =M, LBEF-00°, BEEF, I£1 DF, G DF /i, ih
EG. CG. EC

(Al 1, FAE E CB

5. CG. EC

» 243415 ABCD RLIF /i, ABEF EHEFifl =05, ZBEF-90°, BE-EF, i1k DF, G J) DF )i 1\a|

11ABEF 5
L, i

1

()51 | 0 ABEF 440 B IO EESE a(0°<a<9

Be¥ a(0°<a<00). % BE-1. AB=V2. % E. F. D —@3tant. ROF K]

4 D 4 2 D -
7\ , /
r[{ | £ \ = N

= ~c 3 c - )

| |2 L mage capton- mumng— -

Input image Result
’ ’ IR AR VR ERSRES
<image>\nParse the figure.
1. B30 AABC 80P%S 8O, CE XF A F, MM, N. FBUR AF, BC 39PN il ED, MN:
I (ES: MN SEF55 EO;
4 (% ZEBD DCE = 45° , #J8flA M. E. N. D HTRSREPOnfasiir. FERraEe:
2. [Uiaf ABCD RIESF. /\BEF SSBEA=AK. EF = 90°, BE=EF. & DF. G % DF 89%R=%. &8 £G. CG. EC:
- (0B EREECOIE RS b ERSHECSCOTERRR A5 s9E:
£
(SRR BEFRETBIRETHBENE a(0° < a < 90°), B BE=1,AB= v2, ¥ £ F. D SMsE87, 'R OF 095
R o
s X
10 . =
5 < 7\
E A\
0 : A
=2
-5 = B 5
= 1 0 -
-15 T ; T .
-10 0 10 e
Deep Parsing Rendering

Figure 10 | DeepSeek-OCR also possesses the capability to copy (structure) simple planar
geometric figures. Due to the intricate interdependencies among line segments in geometric
shapes, parsing geometry task is extremely challenging and has a long way to go.

4.3.2. Multilingual recognition

PDF data on the Internet contains not only Chinese and English, but also a large amount of
multilingual data, which is also crucial when training LLMs. For PDF documents, DeepSeek-
OCR can handle nearly 100 languages. Like Chinese and English documents, multilingual data
also supports both layout and non-layout OCR formats. The visualization results are shown in
Figure 11, where we select Arabic and Sinhala languages to demonstrate results.
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Figure 11 | To endow the capability of processing widely crawled PDFs (multilingual data), we
train our model with OCR capabilities for nearly 100 languages. Minority language documents
can also support both layout and non-layout outputs through different prompts.

4.3.3. General vision understanding

We also provide DeepSeek-OCR with a certain degree of general image understanding capabili-
ties. The related visualization results are shown in Figure 12.
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<image>\nLocate <|ref|>11-2=<|/ref|> in the image. <image>\nDescribe this image in detail.

A green plastic container labeled for food storage purposes. The lid is yellow and
appears slightly won out

On the front label:

- Atthe top left comer, some Chinese characters.

- In bold black letters near the center-top reads "6/] " (June Fragrance).

- Below that, smaller white font states "& {7 which translates roughly to "Fresh
Sweet Salty Fragrant.”

- Dominating the middle part of the label is large lettering stating " i ," meaning
"Bean Paste Sauce."

Additional Information includes:

- A small circular logo indicating quality assurance (*{1 ).

- Anillustration showing what seems like a dish made using bean paste sauce.

- Text below the main title says "% 125, 1{f(/i{fit#" translating to *Focusing
since 1998, only making authentic fermented bean paste.”

- On the bottom right side, additional product specifications include "7 fit: 500g".

Overall Style/Type:

It looks like commercial packaging designed specifically for preserving food items
within the jar. It has clear labeling intended for easy identification and
understanding among consumers who read Mandarin.

Note: There might be slight variations due to handwriting styles but overall
maintains readabilty regarding brand identity and contents description.

© MAZIL ANDEZSON W ANDEZTOONS. COM

"

"I like how Bonnie’s not stepping on my last nerve.

RI2

<image>\nix /& —7

<image>\n<|grounding|>OCR the image.
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Figure 12 | We retain DeepSeek-OCR’s capabilities in general visual understanding, mainly
including image description, object detection, grounding, etc. Meanwhile, due to the inclusion
of text-only data, DeepSeek-OCR’s language capabilities are also retained. Note that since
we do not include SFT (Supervised Fine-Tuning) stage, the model is not a chatbot, and some
capabilities need completion prompts to be activated.

5. Discussion

Our work represents an initial exploration into the boundaries of vision-text compression, inves-
tigating how many vision tokens are required to decode N text tokens. The preliminary results
are encouraging: DeepSeek-OCR achieves near-lossless OCR compression at approximately
10x ratios, while 20x compression still retains 60% accuracy. These findings suggest promising
directions for future applications, such as implementing optical processing for dialogue histories
beyond k rounds in multi-turn conversations to achieve 10x compression efficiency.
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Figure 13 | Forgetting mechanisms constitute one of the most fundamental characteristics of
human memory. The contexts optical compression approach can simulate this mechanism by
rendering previous rounds of historical text onto images for initial compression, then progres-
sively resizing older images to achieve multi-level compression, where token counts gradually
decrease and text becomes increasingly blurred, thereby accomplishing textual forgetting.

For older contexts, we could progressively downsizing the rendered images to further reduce
token consumption. This assumption draws inspiration from the natural parallel between
human memory decay over time and visual perception degradation over spatial distance—both
exhibit similar patterns of progressive information loss, as shown in Figure 13. By combining
these mechanisms, contexts optical compression method enables a form of memory decay that
mirrors biological forgetting curves, where recent information maintains high fidelity while
distant memories naturally fade through increased compression ratios.

While our initial exploration shows potential for scalable ultra-long context processing,
where recent contexts preserve high resolution and older contexts consume fewer resources,
we acknowledge this is early-stage work that requires further investigation. The approach
suggests a path toward theoretically unlimited context architectures that balance information
retention with computational constraints, though the practical implications and limitations of
such vision-text compression systems warrant deeper study in future research.

6. Conclusion

In this technical report, we propose DeepSeek-OCR and preliminarily validate the feasibility of
contexts optical compression through this model, demonstrating that the model can effectively
decode text tokens exceeding 10 times the quantity from a small number of vision tokens. We
believe this finding will facilitate the development of VLMs and LLMs in the future. Addi-
tionally, DeepSeek-OCR is a highly practical model capable of large-scale pretraining data
production, serving as an indispensable assistant for LLMs. Of course, OCR alone is insufficient
to fully validate true context optical compression and we will conduct digital-optical text in-
terleaved pretraining, needle-in-a-haystack testing, and other evaluations in the future. From
another perspective, optical contexts compression still offers substantial room for research and
improvement, representing a promising new direction.
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